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ABSTRACT

As visualization for communication becomes more prevalent, it is
important to have ways to evaluate the “success” of communicative
visualizations beyond traditional analysis- and performance-oriented
approaches. There are many metrics on which the success of com-
municative visualizations could be viewed, including those related
broadly to the user’s subjective experience. One construct that has
received attention in recent years is user engagement. In this paper,
we examine the role of affective engagement (AE) in evaluating com-
municative visualizations. We explore options for assessing AE, and
report a literature review on potentially relevant survey instruments.
We provide suggestions on how to evaluate AE, discussing steps and
analytical methods to develop a self-report assessment based on our
ongoing work on AE in information visualization.

Index Terms: Human-centered computing— Visualization—
Visualization design and evaluation methods

1 INTRODUCTION

As visual science communication faces a shift from the traditional
exploratory vs. explanatory paradigm to their confluence [1, 67],
more broad and diverse visualizations have emerged to fill a new
communicative role for visualization. This direction is consistent
with a growing movement in InfoVis research and practice to expand
beyond performance-related concerns to investigate issues related to
the broader user experience, where affect, enjoyment, and other non-
utilitarian concerns take precedence over performance and usability
(e.g., [9,20,28,50]).

One concern within the emerging area of communicative visu-
alization is how to determine when a visualization communicates
successfully, and how that “success” can be measured. There are
many facets of success for any type of visualization, depending
on the goals of the designer and the context of use. For instance,
success may be evaluated based on traditional performance metrics
and/or non-traditional issues including memorability [4], attitude
change [37], persuasion [46], and engagement [20].

While numerous issues are certainly relevant for communicative
visualization, our focus here is on the topic of user engagement—
specifically, affective engagement (AE). By affective engagement
we mean the user’s emotional involvement or investment while
interacting with a visualization. In recent years, user engagement
has received increasing attention within the HCI community [52, 57,
62,63]. Engagement has been studied from different perspectives by
researchers in various disciplines, each having different concerns and
viewing engagement through different lenses. From any perspective,
user engagement, as with other aspects of subjective experience, is a
complex construct that is difficult to define [41].

Recently, as InfoVis scholarship has reached beyond usability
driven objectives, investigating aspects of subjective experience is
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increasingly important [20,36,51]. It is reasonable to assume that In-
foVis researchers and practitioners are interested in how “engaging”
a particular visualization is, wanting to measure levels of engage-
ment to predict or determine success [50]. Behavior-based metrics
(e.g., time spent, see [5]) have previously been employed to quantify
“engagement” levels in InfoVis.

Evaluation methods for InfoVis should match the goals of the
design situation and the context of use [27]. Because many existing
evaluation strategies have been aimed at analysis rather than com-
munication, they are not often suitable for evaluating issues relevant
for communicative visualization. Thus, there is a need to examine
evaluation methods for InfoVis with communication, rather than
performance, as the main goal. Here we present AE as one relevant
construct for evaluating communicative visualizations, focusing on
“quick and easy” ways to evaluate AE.

Our target audience is people looking for quick and easy ways
to evaluate AE for communicative visualization. While this tar-
get clearly fits visualization practitioners, academics and other re-
searchers often have need for quick and easy evaluation methods.
Practitioners often face constraints, such as time, money, and equip-
ment limitations, that make lab-based user testing not feasible. Eval-
uation methods involving specialized equipment (e.g., eye trackers,
EEGsS) or considerable money and space to run user studies—while
certainly valuable—are outside the scope of our concern here.

Practitioners can benefit from quick and easy evaluation methods
that can still provide actionable information regarding AE. When we
say we want evaluation to be “quick and easy”, we want all stages
(i.e., conducting, analyzing, interpreting) of the process to be both
quick and easy. By quick, we mean a minimal time spent to conduct
the testing, to analyze the collected data, and to make sense of the
results for making further decisions. By easy, we mean there is no
need for specialized domain knowledge to conduct the testing, no
need for specialized equipment to collect the data, and the collected
data is easy to process and easy to interpret. With the above criteria,
we believe that a concise self-report survey instrument that can
quantify AE can be an appropriate tool for visualization designers
wanting to evaluate AE for communicative purposes.

In what follows, we review existing survey instruments, report
the progress of our own work on a survey instrument for AE, explore
how practitioners can make use of the instrument in a scenario, and
elaborate on the scientific as well as empirical significance of this
study. Finally, plans for distributing the final survey instrument and
future study will be described.

2 ENGAGEMENT IN INFORMATION VISUALIZATION

In the HCI literature, several theoretical frameworks regarding en-
gagement have been proposed [42]. User engagement has been
discussed in relation to constructs such as flow, curiosity, surprise,
and joy [58]. It has also been defined as the emotional, cognitive,
and behavioral connection that exists between a user and a resource
in time or possibly over time [3]. User engagement is also construed
as the positive interaction quality of user experience, and has been
associated with being captivated and motivated to use a website [30].
Sometimes it is treated as a user’s general level of involvement with
a product [48]. Related concepts of flow [11, 16], immersion [8],
and playfulness [2] have been investigated in related research areas,
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R1 [System usability Scale (SUS) [7] 1986 |Usability 10 @ System/Technology
R2 |NASA Task Load Index (TLX) [18] 1986 [Subjective workload 6 Interface/System
R3 [Questionnaire for User Interface Satisfaction (QUIS) [10] 1988 |Satisfaction 27 @ v Interface
R4 |Perceived Usefulness and Ease of Use (PUEU) [12] 1989 |Usefulness and Ease of Use 12 @ System/Technology
R5 |The After-Scenario Questionnaire (ASQ) [32] 1990 (Satisfaction 4 [ ] System/Technology
R6 [The Post-Study System Usability Questionnaire (PSSUQ) [31] 1992 [Usability 16 | A A A A A System/Technology
R7 [Nielsen's Heuristic Evaluation [40] 1994 [Usability 10 [ ] System/Technology
R8 |Computer System Usability Questionnaire (CSUQ) [33] 1995 |Usability 19 [ ] System/Technology
R9 [Software Usability Measurement Inventory (SUMI) [24] 1995 |User experience - [ ] v’ |Software
R10 |Presence Questionnaire Item Stems [66] 1998 |Presence 32 @ v/ |Virtual environment
R11 |Website Analysis and Measurement Inventory (WAMMI) Questionnaire [23]| 1998 [User experience 20 | ~ A A A v’ |Website
R12 |USE Questionnaire [35] 2001 [Usability 30 @ System
R13 |Unified Theory on Acceptance and Use of Technology (UTAUT) [64] 2003 |Technology Acceptance 31 [ ] Technology
R14 |Fun questionnaire [15] 2005 [User experience (fun) 14 Al O®| @ Educational system
R15 |Cognitive absorption and TAM [49] 2005 |TAM+cognitive absorption 22 v System/Technology
R16 [The Single Ease Question (SEQ) [59] 2006 |Ease of use 1 @ v System/Technology
R17 |Immersive Experience Questionnaire (IEQ)-a [22] 2008 |Experience of immersion 31 [ B ] v’ |Video game
R18 |Immersive Experience Questionnaire (IEQ)-b [22] 2008 |Experience of immersion 33 [ K ] v’ |Video game
R19 |User Experience Questionnaire (UEQ) [29] 2008 |User experience 26 | A A A A v System/Technology
R20 [Gaming Engagement Questionnaire (GEQ) [6] 2009 |Deep engagement 19 [ B J v’ |Video game
R21 [The Subjective Mental Effort Question (SMEQ) [54] 2009 |Ease of use 1 [ ] v System/Technology
R22 |User Engagement Scale (UES) [43] 2010 [User engagement 31 [ K] System/Technology
R23 |Measurement Model of User Engagement [44] 2015 [User engagement 12 @ v’ |Website
R24 |Standardized User Experience Percentile Rank Questionnaire (SUPR-Q) [53]| 2015 |User experience 8 v System/Technology

Figure 1: 24 survey instruments meeting all inclusion criteria, ordered chronologically. Rows are collected survey instruments, columns are

characteristics of the survey instruments (@ = “mostly satisfied”,
https://yahsin.github.io/CommViz/

some of which are close to the concept of user engagement.

As for measuring user engagement, there are a number of phys-
iological indicators that might be related to engagement; metrics
such as blood pressure, heart rate, and nervous system activity [25]
all can be directly measured. However, costs and effort to conduct
such measurements are considerably high, limiting their practicality.
Some behavioral indicators (e.g., mouse clicks, page visits, time
spent) have been used as indicators of users’ subjective experiences
as well [19,48]. Still, considerable interpretation is required to make
causal connections to subjective phenomena [65].

Self-report refers to methods that rely on what users say or recall
from their experience. Interviews, one of the most common and
powerful methods for understanding people and collecting qualita-
tive data, have been used for identifying attributes of user engage-
ment in technology [26]. In general, interviews are recorded (voice
or video) and transcribed into text format, then analyzed qualita-
tively [14]. Another way to collect qualitative data from users is via
verbal protocols, which ask people to verbalize their thoughts and
feelings, with an aim to get insight into the participant’s cognitive
processes [17,45].

Advantages of self-reporting methods include interpretability, in-
formation richness, and practicality [47]. Additionally, for affective
traits that cannot be directly observed (e.g., AE), self-report methods
provide more interpretable and richer information than performance
metrics such as heart rate or pupillary response [60]. A handful
of surveys or questionnaires for assessing engagement in various
disciplines have been proposed. For example, in the gaming com-
munity, the Immersive Experience Questionnaire (IEQ) [22] and the
Gaming Engagement Questionnaire (GEQ) [6] have been proposed
to evaluate immersion and engagement respectively. Models and
frameworks relating to engagement have been proposed for online
services and web interfaces [3]. Questionnaires and surveys in infor-

= “partially satisfied”, and v = “Yes”). Digital version can be found at

mation science and technology have also been proposed (e.g., [43]).
Related constructs, such as flow [39] and playfulness [34] have
received considerable efforts at measurement and assessment.

3 EXISTING SURVEY INSTRUMENTS

To provide context before presenting our own work, we first in-
vestigate established self-report instruments that researchers and
practitioners can use to evaluate their visualizations. To do so, we
conducted a brief survey of relevant evaluation instruments. There
are two intentions here: (1) a collection of these instruments can be
a valuable resource on its own, especially for visualization practi-
tioners who might not have easy access to surveys of this kind; and
(2) the survey helps to highlight where gaps might be—for commu-
nicative issues in general, and AE in particular, in the context of
visualization for communication.

To conduct the survey, the authors searched for and collected rel-
evant self-report instruments. The initial search was very broad;
besides some general resources from HCI and UX handbooks
[55,56,61], we also searched online using the following keywords:

“visualization”, “user experience”, “‘engagement”, “communication”,

“persuasion”, “emotion”, “survey”, “questionnaire”, “scale” and their
various combinations. Although we found many instruments related
to communication, affect, satisfaction, and various psychological
constructs, we excluded all that were not concerned with human-
technology relationships. Thus we excluded instruments dealing
with constructs such as human-human communication, anxiety, cus-
tomer satisfaction, and so on.

In the end, we settled on 3 inclusion criteria—each instrument
should: (1) be concerned with human-technology relationships; (2)
be associated with a publication, (3) not require specialized equip-
ment. The authors met multiple times to identify characteristics that
are relevant for communicative visualization and could be used to
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code the instruments. The characteristics include whether an instru-
ment is concerned with (a) communicative effectiveness of the tech-
nology; (b) visual aspects of the technology; (c) performance (e.g.,
time, error); (d) user engagement; (e) affect; (f) a particular platform
or scenario; and (f) whether the instrument has a commercial version
that needs to be purchased. Examples of the characteristics include:
communicative effectiveness: “Prompts for input is confusing/clear.”
(R3 [10]); visual aspects: “The screen layout of this website is vi-
sually pleasing.” (R22 [43]); performance metrics: “I can recover
[from mistakes easily and quickly.” (R12 [35]); engagement metrics:
“I really get into the game.” (R20 [6]); affect metrics: “The system is
somewhat intimidating to me.” (R13 [64]).

At this point our review is not exhaustive, yet due to our sys-
tematic approach, we believe it is reasonably representative of a
more complete sample. By following two strategies—investigating
popular books and conducting our own search—we believe that we
have covered at least the popular and well-established instruments.
In follow-up work we plan to do a more exhaustive review.

3.1 Findings

Our search resulted in 24 instruments that met the inclusion criteria.
A summary of these is shown in Fig. 1. For each instrument, we
list the name, publication year, the construct being evaluated by
the instrument, the total number of items (questions) or heuristics
included, and the instrument characteristics described previously.

In general, most of the collected instruments deal with constructs
like usability and user experience, and more than half are devel-
oped based on general system/technology/artifact platforms. Us-
ability oriented instruments usually have substantial numbers of
performance-related items and few items related to affect or engage-
ment (e.g., R3[10], R8 [33]). On the other hand, engagement-related
instruments have more focus on affect and engagement, with fewer
performance-related items. (e.g., R20 [6], R22 [43])

The contexts in which communicative visualizations are used are
different from many of the instruments in Fig. 1 (e.g., to influence or
to persuade viewers). Thus, while the compiled instruments may be
a useful resource for evaluating communicative visualizations, we
believe that the existing instruments are not entirely suitable for the
following reasons:

* Scope: Most surveys that include affect- or engagement-
related items aim to cover a much broader construct. Thus
the relevant information gained about AE may not be very
substantial (e.g., may be related to only 1 or 2 items). Also,
there are problems with using only portions of an instrument
without using it in its full and originally intended context.
Specific media or environment: Some instruments are mea-
suring a construct that is tied to a specific medium or context
of use that is not very relevant for communicative visualization
(e.g., video game [6], presence in virtual environment [66]).
Context of measurement scale: Although some instruments
share similar key factors, the context of their measurement
is not always appropriate for communicative visualization.
For example, “captivation” may be a sub-component for both
“immersion” and “engagement”’. However, an item that asks “I
felt detached from the outside world” (see [22]) is likely not
appropriate for communicative visualization, yet makes sense
for assessing engagement in virtual reality.

Length: Some instruments contain a high number of items,
and may take substantial time to answer and administer. Al-
though more items may be desirable for precision, long in-
struments may not be “quick and easy”, quickly becoming a
barrier for practitioner use.

4 CURRENT WORK

In our previous work [20], we reviewed literature related to user
engagement and technology across disciplines such as website anal-

Key factor Behavior indicators (examples)

Discovery = Learn something that not known before (e.g., a new fact,
concept, or piece of information).
Figure out how to use the InfoVis along the way.

Creativity = Imagine things not directly related to what can be seen in the
InfoVis.
Generate new and original thoughts or ideas.

Interest = Feel the content (e.g., topic, message) of the InfoVis is
interesting.

Feel the features (e.g., interactions, animations) provided in
the InfoVis is interesting.

Figure 2: Some examples of behavior indicators and corresponding
key factors for affective engagement in information visualization. ltems
will be written to assess those behaviours and quantify into scores.
Please note that this list is only an excerpt of the full list.

ysis, game design, education, psychology, and HCI, and compiled a
list of potentially relevant characteristics—57 in total. We merged
the overlapping ones and removed ones that were too broad or vague
(e.g., entertaining, usability) as well as ones only relevant in specific
contexts (e.g., brutality, eroticism). In the end, we compiled 11
preliminary characteristics that had the highest frequency in the lit-
erature and were most relevant to engagement in InfoVis: aesthetics,
captivation, challenge, control, discovery, exploration, creativity,
attention, interest, novelty, and autotelism.

However, as we tried to further develop a formal survey instru-
ment to assess AE, several concerns emerged:

1. Most literature was from outside of InfoVis, thus many
visualization-related aspects (e.g., visual elements or underly-
ing data) were not well-covered. This can be seen in Fig. 1.

2. No common understanding of engagement exists; thus, the
elicited characteristics could be from different constructs—
even though they may all be labeled as “engagement”.

3. Although our process was systematic, our findings were not
grounded in empirical observation.

4. Our identified “characteristics” were not equal to the sub-
components of the construct, which are necessary to identify
for development of a reliable instrument [60].

Due to the above concerns, we decided to conducted a new mixed-
methods study that involved 25 participants interacting with visual-
izations for both explanatory and exploratory contexts. Data from
think-aloud, eye-tracking, questionnaires, and semi-structured inter-
views were collected and analyzed using a grounded theory approach
for qualitative data and triangulation with qualitative data [21].
While the analysis is still work-in-progress, with InfoVis context in
mind, we identified behaviors or activities that can serve as potential
indicators of proposed key factors. Some examples of behavior
indicators and their corresponding key factors are shown in Fig. 2.

4.1 Development of Survey Instrument

In this section, we briefly explain our ongoing work developing a
quick and easy survey instrument for assessing AE in InfoVis. Since
AE is a complex and unobservable (latent) construct, to measure
or assess it there are several steps to go through [38]. As shown in
Fig. 3, first, the (latent) target construct needs to be decomposed
into several sub-components/key factors based on its conceptual
space. Second, the observable behavior indicators need to be estab-
lished for each sub-component/key factor. Finally, based on those
behavior indicators, items (questions) can be written that can locate
respondents’ level on the indicator scale.

There are some general steps to develop an instrument to assess
an affective construct [38,60]. Three primary processes of measure-
ment development need to be employed: (1) identify intended use
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of test scores; (2) specify score interpretation related to AE and test-
taker population(s); and (3) develop a conceptual definition (space)
of the target construct and establish a list of behaviors that are taken
to indicate a person’s location on the trait continuum (see Fig. 3).
Subsequently, expert reviews and a pilot tryout can be conducted.
Finally, the instrument will be field tested with respondents.

Analytical Methods With the collected data from a field test,
several statistical techniques can be employed for preliminary di-
agnosis: classical item difficulty (p-value) as each binary item’s
mean response value, and biserial correlation between each item and
the sum score with item removed. Furthermore, Reliability Coef-
ficient (Omega) can also be helpful, where reliability is a property
of observed test scores from a particular instrument in a specified
examinee population.

* Factor Analysis (FA): Results from FA could be helpful for
testing internal structure and external structure of the instru-
ment, or making decisions on whether to remove or revise
certain instrument items [38].

* Item Response Theory (IRT): An IRT model (e.g., Rasch
model, Nominal response model, Graded response model)
is able to show the relationship between the ability or trait
(target construct) measured by the instrument and an item
response [13]. Researchers can retrieve more information
about items’ characteristics (e.g., discrimination ability, test
information function) compared to traditional CTT (Classical
test theory) method.

5 USING OUR SURVEY INSTRUMENT

Consider a scenario where a visualization practitioner wants to eval-
uate their communicative visualization (e.g., an interactive visual-
ization incorporated with an online magazine article) according to
levels of AE within a target group of users. The practitioner can
recruit a group of respondents (more is generally better, but size
can be adjusted depending on resources and other factors) from
their target population (e.g., readers of that online magazine). By
asking respondents to answer the items after interacting with the
visualization, the practitioner can calculate the level of AE of those
particular participants. By averaging scores, user’s AE levels can
be estimated for that visualization. Fig. 4 (a) provides a visual de-
piction of an evaluation scenario where a survey instrument is being
used to assess AE.

Visualization practitioners can make use of survey instruments at
various stages to their design process. For instance, when a working

(functional) prototype is ready, a visualization designer can conduct
an evaluation session, either as a tryout or a more structured user
testing described as follows:

« Pilot tryout: A small number of participants will be invited to
use the working prototype (e.g, free exploration, tryout specific
features) and then provide their comments and opinions. Gen-
erally, this type of quick tryout works best when the designer
requires instant feedback (i.e. the work is at an early stage).

e User Testing: A group of participants will be recruited and
asked to conduct specific tasks (e.g., solve problems, inter-
pret visualizations, identify insights). Performance data (e.g.,
task accuracy and efficiency) and/or subjective responses (e.g.,
interview and survey) are collected via several metrics. The
assigned tasks are often more structured than pilot tryout and
tend to be conducted when a more thorough investigation is
necessary (i.e. competitor comparison).

Fig. 4 (b) shows how a designer can utilize a survey for a pilot
tryout and for user testing. Note that for both cases, the evaluation
can be conducted on-site (e.g., lab study) or remotely (e.g., online
crowd-sourcing). A short self-report survey instrument (with roughly
10 items) will not take too much time, which makes a larger scale
user testing more feasible (e.g., online crowd sourcing).

Even for a simple pilot tryout session, one potential benefit to
employing survey instruments is that the listed items or key factors
in it can stimulate rich feedback from participants. Furthermore, this
scenario (see Fig. 4 (b)) also demonstrates how other performance
measurements (e.g., error rate) and behavior observation methods
(e.g., eye-tracking) can be integrated if more data is required.

5.1 Limitations

‘We have briefly discussed why and how a self-report survey instru-
ment that assesses AE for InfoVis can be beneficial for commu-
nicative visualization, and can be a useful option for visualization
evaluation. Still, there are some limitations of this approach that
should be noted:

* Interpretation: The survey instrument is not meant to mea-
sure a visualization’s AE, or any property of an artifact. Instead,
it is measuring respondents’ latent construct that consists of
their emotional involvement, which is “labeled” as AE. Thus,
the survey result cannot be interpreted as indicating the visu-
alization’s quality; instead, we have to weigh the value of the
visualization against other considerations (e.g., tasks, goals).
Administration: With different populations of respondents,
the scores on the same visualization are expected to be different.
Since scores here only represent AE levels of respondents that
have been chosen, the recruitment of appropriate respondents
(i.e. sampling proper participants from target population), is
considerably important in influencing the results of the survey.
» Usage: This survey instrument is intended to measure AE for
communicative visualizations, not visualizations for analysis.
User intention, context, or motivation can influence AE—e.g.,
a high-stakes task with safety implications as part of the user’s
job will impact AE in ways different from low-stakes news
stories for casual users. Thus, the use of the instrument is for
communicative situations/scenario where stakes are low and
visualization use is non-utilitarian is important.

6 FUTURE WORK AND IMPLICATIONS

In the future, we plan to conduct a follow-up lab study that investi-
gates potential correlations between AE and other relevant factors
(e.g., memorability and perceived usability). The follow-up experi-
ment can help us: (1) evaluate the AE instrument developed in this
project, and (2) learn how AE relates to other user or visualization
characteristics. The results will be able to tell us whether the user’s
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Figure 4: (a) How a survey instrument assesses single user’s affective engagement on one visualization. (b) The evaluation scenario of utilizing
survey instrument to assess multiple users’ AE on a communicative visualization. User study results including survey instruments scores, user’s
subjective feedback, and (optional) user’s performance data could be collected along the way.

AE level can predict other important factors relevant for commu-
nicative visualization, or vice versa, and serve as another piece of
validity evidence of the AE instrument.

Regarding distribution of the final survey instrument, we plan to
upload a freely available digital version (for both online and paper
use) to our project website. Tools (e.g., simple spreadsheet) to help
users analyze and interpret the result scores will also be provided.

With this instrument, the utilityt and implications of AE can
possibly be investigated. Correlations between AE and other factors
that are important for communicative visualization may also be
investigated. The instrument can hopefully become a handy tool
for visualization researchers and designers to evaluate their work
quickly and easily. In the future, this research may expand the
theoretical basis of engagement in the fields of human-computer
interaction and information visualization.
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